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To chat with your colleagues before and after the session,
or if you have technical questions, use the “Chat” icon

Session Chat |>

Chat

Q&A

Polls
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Questions

To ask questions about the topic for the presenters,
please use the “Q&A” icon:

Live Q&A I ‘
Chat
Q&A hasn't started yet
i 2
Ask a question ‘A
Q&A
Pending Approved Answered Declined .
lily
No one has asked any questions yet Polls
Get things started by asking a few guestions of your own!
7
Survey
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Save these dates for the remaining

At
& 2025 "Ask AAHRPP" webinars:
SAALRPP i
®

e December9, 2025

/ ; l \ Association for the Accreditation
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o

Save these dates for the remaining
HRPP 2025 “HRPP Innovations" webinars:

Innovations ¢ November 2025 - TBD

Webinar Series

Visit Webinars (aahrpp.org) for more information and registration links
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ANNUAL CONFERENCE:
GREAT LAKES,
GREAT MINDS
MEETIN MICHIGAN

SAVE THE DATE!

MAY 19-21, 2026
ODETROIT MARRIOTT

AT THE RENAISSANCE CENTER

400 RENAISSANCE DRW
DETROIT, MICHIGAN MARK YOUR CALENDARS FOR ONE OF THE RESEARCH

COMMUNITY'S MUST-ATTEND ANNUAL EVENTS.
MORE DETAILS TO FOLLOW.

Visit AAHRPP’s Annual Conference page for more information

O U
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Use of Al in Preparing IRB Applications

« Detailed and time-consuming process

User Input

L\L SoftwareX Hypothesis
e S ST
SEVIER Volume 25, February 2024, 101601 Draft IRB
! Inclusion pplication

[ g
Criteria P
> |RB Al Helper
Original Software Publication Exclusion
N docx
]

[RB-draft-generator: A generative Al tool to Citere
streamline the creation of institutional Study Design [l
review board applications

Flg. 1. The Workflow of the [RB Draft Generator inclodes 4 uzer inputs, the
. b O . literature search tool, the generative Al of the IRE Helper and the output
Ryan C. Godwin " ° ~ B Ayesha S. Bryant °, Brant M. Wagener , Timothy J. Ness ”, document. The IRB Helper uses the user input to generate 1 relevant literature

Jennifer ). DeBerry ® LaShun L. Horn %, Shanna H. Graves °, Ashley C. Archer ¢, Ryan L. Melvin ° :“P’ud;h‘i:dﬂ? which iz fed to 2 literature search tool that interfaces directly




Use of Al in Preparing IRB Applications

IRB Reviewer Helper

By Duffy Felmlee &

Aid for IRB reviewers with research ethics and regulations

* 4.8 100+

Ratings [6) Conversations

Conversation Starters

What are the key principles of re How do | handle informed conse
search ethics? nt in a study?

Can you explain exempt review i What are the responsibilities of
n IRB? an IRB reviewer?

Ratings

(O start Chat

r‘ h..

IRB Guide

By adams jean baptiste &

Expert in IRB submissions and consent form advice.

Research &
Analysis 100+

Category

Conversations

Conversation Starters

How do | explain the risks in a co What information is mandatory i
nsent form? n an IRB consent form?

Can you help me draft the confi What are the latest guidelines o
dentiality section of my conse... n infoermed consent for online ...

Ratings

Not enough ratings yet

More by adams jean baptiste

(O start Chat

‘1!
‘ﬁ:r
IRB Advisor

By Ryan J Martin

Helps with developing proposals for Institutional Review Boards (IRB)
overseeing human subjects research

* 44 Education 200+

Ratings (8) Category Conversations

Conversation Starters

Can you explain informed conse

How do | start an IRB proposal? .
prop nt in research?

What are the ethical considerati Help me understand the IRB revi
ons for my study? EW process.

Ratings

(D start Chat
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Use of Al in Preparing/Enhancing Consent Forms

JOURNAL ARTICLE

® INCI
e ”].r o Al meets informed consent: a new era for clinical

trial communication &
Michael Waters, MD, PhD =

JNCI Cancer Spectrum, Volume 9, Issue 2, April 2025, pkaf028,
Volume 9, Issue 2 https‘:ffdc:|.Drg,-“lﬂ.1G93fjnmcsfpka-fﬂ28 -
April 2025 Published: 18 March 2025  Article history v

Evaluating Al-Generated Plain Language Summaries on Patient Comprehension of Ophthalmology
Notes Among English-Speaking Patients

ClinicalTrials.gov ID @ NCT06859216

Sponsor @ University of California, Los Angeles

Information provided by @ Prashant Tailor, University of California, Los Angeles (Responsible Party)

Last Update Posted @ 2025-03-05
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Use of Al in Reviewing IRB Applications

Extended essay

Chat-IRB? How application-specific language models can enhance PDF
research ethics review 3

) Sebastian Porsdam Mann '+ 2+ 3, Jiehao Joel Seah *, Stephen Latham #, Julian Savulescu *+ °, Mateo Aboy ®, @ Brian

DEarp3: 3
COFFESDOHUEHCE to Professor Julian Savulescu; julian.savulescu@uehiro.ox.ac.uk

Abstract

Institutional review boards (IRBs) play a crucial role in ensuring the ethical conduct of human subjects research, but face
challenges including inconsistency, delays, and inefficiencies. We propose the development and implementation of application-
specific large language models (LLMs) to facilitate IRB review processes. These IRB-specific LLMs would be fine-tuned on IRB-
specific literature and institutional datasets, and equipped with retrieval capabilities to access up-to-date, context-relevant
information. We outline potential applications, including pre-review screening, preliminary analysis, consistency checking, and
decision support. While addressing concerns about accuracy, context sensitivity, and human oversight, we acknowledge remaining
challenges such as over-reliance on artificial intelligence and the need for transparency. By enhancing the efficiency and quality of
ethical review while maintaining human judgement in critical decisions, IRB-specific LLMs offer a promising tool to improve
research oversight. We call for pilot studies to evaluate the feasibility and impact of this approach.

Journal of Empirical Research on Human Research Ethics

Impact Factor: 1.1/ 5-Year Impact Factor: 1.7 Journal Homepage

B Restricted access Research article First published online June 17, 2024 Request permissions [’

Assessing the Decision-Making Capabilities of Artificial Intelligence Platforms as Institutional Review Board Members

Kannan Sridharan %2 ] and Gowri Sivaramakrishnan View all authors and affiliations

Volume 19, Issue 3 https.//doi.org/10.1177/15562646241263200

E Contents @ Get access . Cite C(g Share options @ Information, rights and permissions u’ﬁulu Metrics and citations
Abstract

Background: Institutional review boards (IRBs) face delays in reviewing research proposals, underscoring Similar articl
the need for optimized standard operating procedures (SOPs). This study assesses the abilities of three B Restrict
artificial intelligence (Al) platforms to address IRB challenges and draft essential SOPs. Methods: An Underst
observational study was conducted using three Al platforms in 10 case studies reflecting IRB functions, Enabler.
focusing on creating SOPs. The accuracy of the Al outputs was assessed against good clinical practice (GCP) Review:
guidelines. Results: The Al tools identified GCP issues, offered guidance on GCP violations, detected conflicts Boards.
of interest and SOP deficiencies, recognized vulnerable populations, and suggested expedited review Show D
criteria. They also drafted SOPs with some differences. Conclusion: Al platforms could aid IRB decision-

making and improve review efficiency. However, human oversight remains critical for ensuring the accuracy 8 Restrico

of Al-generated solutions. An Over
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Ethical Issues of Using Al in Preparing and

Reviewing IRB Applications

* Errors
 Biases
* Incomplete or inaccurate literature reviews

« Confidentiality

* Deskilling




Conclusion

* Al cannot make value-based judgements

« Ethical planning, oversight and reasoning should rely
on humans

 When is the right time to employ Al?

« Guidelines are needed
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Al in IRB Review: A
Resource-Risk
Spectrum

Yefrenia Henriquez Taveras, MPH, MHA, CCRP, CHES, CIP
QA & Education Specialist - Teachers College, Columbia University
IRB Compliance Coordinator — University of New England
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Responsible Al Requires Resources

Key facilitators of Al adoption include a feedback loop,

Feedback loops - Issues

reporting & monitoring (88%)

Data privacy - secured
integrations (85%)

Training — ongoing education

(84%)

Validation & monitorin
proven safety & audits

Human oversight -

reviewer/physician time (79%)

%8_2%)

training

Key Attributes for Al Adoption

Physician Ratings of Importance (4 or 5 on a 5-Point Scale)

I c:c

There is a designated channel for 2024
feedback should issues arise
2023
Data privacy is assured by my own _ 85%
practice/hospital & EHR vendor 87%
Is supported & well-integrated with my | D =%
EHR 84%
Is well-integrated into practice _ 84%
workflows & not just a "point solution" 82%

Receiving proper training/education on
Al tools being used

3

Is covered by my standard malpractice

I ::0

insurance 86%
Its safety & efficacy is validated by a _ 82%
trusted entity & monitored over time 84%
I am not held liable for errors of Al _ 82%
models 87%
Is proven to be as good or superior to _ 81%
traditional care 82%

The implementation is being overseen
by a physician

I, o

20 © 2025 American Medical Association. All rights reserved.

How important are each of the attributes below in facilitating the
adoption of tools using Al into your practice?

Can be implemented in a reasonable timeframe

Its safety & efficacy have been demonstrated in peer
reviewed publications

Intuitive, requires no special training

It aligns with my organizational/practice strategy

| receive informed patient consent & am confident
that PHI will not be misused

There will be a return on investment in a reasonable
timeframe

| feel that bias in the model has been addressed

| understand the inputs/outputs of the model also
known as a "white box" or explainable Al model

It is the standard of care

The leaders within my practice/area of specialty
recommend it

Other physicians | know are using it

> See AMA Physician Al Sentiment Report, 2025

2025 AAHRPP Webinar Series

data privacy, workflow integration, and sufficient

I 30
77%

I 7%
79%

. 750
73%
I 750
76%
I /4%
74%
I 559%
71%

I 7

68%

I 5
62%

L

59%

I 00

49%

I 6%
46%

AMA% Physicians’ powerful ally in patient care


https://www.ama-assn.org/system/files/physician-ai-sentiment-report.pdf
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System Readiness & Resource Divide

Top Barriers to Al Adoption

Cost 61%
Resources to implement Al I 57%
Data sharing concerns I 42%
Resources to identify opportunities for Al IS 41%
Technology resources to vet IS 38%
Employee fear of job eliminations N 12%

Other I 9%

> See Health System Readiness for Artificial Intelligence

> See NTT Data: Global GenAl Report How organizations are
mastering their GenAl destiny in 2025

A 2025 AAHRPP Webinar Series

GenAl integration is
stifled by outdated
infrastructure

94%

agree that the integration of GenAlI (and digital twins) will
require significant investment in data infrastructure and
computing power

But only

45%

strongly agree that they have conducted a detailed
analysis or assessment of their future infrastructure
(including integration) needs for GenAl

Managing the security risks that come with GenAl

in the C-suite strongly agree that the
security risks associated with GenAl

LI e e are adequately understood and managed

about the potential security risks

" -* associated with GenAl deployments, =~~~
1

but say the promise and ROI of
GenAl outweigh the risk

say that their GenAl and cybersecurity
strategies are fully aligned

23



https://elicitinginsights.com/wp-content/uploads/2025/07/Overview-Health-System-Readiness-for-AI.pdf
https://dam.nttdata.com/api/public/content/NTT-DATA-Inc-Global-GenAI-report-infographic?v=05af6ab5&_gl=1*gijkhf*_ga*MTA2MDI2NTg3NC4xNzU1NTUzODYz*_ga_QYGNEPJ1C2*czE3NTU1NTM4NjMkbzEkZzEkdDE3NTU1NTQxODckajQ5JGwwJGgw
https://dam.nttdata.com/api/public/content/NTT-DATA-Inc-Global-GenAI-report-infographic?v=05af6ab5&_gl=1*gijkhf*_ga*MTA2MDI2NTg3NC4xNzU1NTUzODYz*_ga_QYGNEPJ1C2*czE3NTU1NTM4NjMkbzEkZzEkdDE3NTU1NTQxODckajQ5JGwwJGgw

& AATRPP st
What Does this Mean for IRBs?

* More targeted, more
controlled -> Small, less
resourced IRBs

- Deeper integrations, with
multi-layered safeguards ->
Larger, more resourced IRBs

A 2025 AAHRPP Webinar Series
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Institutional Risk Tolerance Drives Al Scope

FAIR Al - Conservative vs. permissive interpretations of
regulations determine whether Al stays in an

visory r r r ision rt.
1:Triage | Comprehensive Review advisory role or edges closer to decision support

3 Risk Domains « Institutions with low appetite for reputational,

legal, or accreditation risk will fence Al use tightly;
those with higher tolerance may pilot bolder
applications.

2. Categorize Risk

Low [Moderate | High

 Appetite must be matched to capacity—risk-
tolerant adoption without monitoring resources
creates disproportionate exposure.

« Leadership priorities, innovation incentives, and

> See A practical framework for appropriate peer benchmarking often drive appetite as much as
implementation and review of artificial intelligence compliance obligations.

(FAIR-AI) in healthcare

A 2025 AAHRPP Webinar Series



https://www.nature.com/articles/s41746-025-01900-y?fromPaywallRec=false
https://www.nature.com/articles/s41746-025-01900-y?fromPaywallRec=false
https://www.nature.com/articles/s41746-025-01900-y?fromPaywallRec=false
https://www.nature.com/articles/s41746-025-01900-y?fromPaywallRec=false
https://www.nature.com/articles/s41746-025-01900-y?fromPaywallRec=false
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Swiss Cheese Model: Borrowed from
patient safety, Adapted to IRB Oversight

* Layer 1: Researcher diligence Defensive Layers (Controls)
« Mandatory revision of Al drafts
« Checklist confirmations Hazards
« Layer 2: System safeguards ¢
Al flags inconsistencies, missing sections — —_— —>

« Audit logs of Al use

« Layer 3: IRB reviewer checks

« Human verification of risk/benefit ©) LOSS not
« Focus on consent, vulnerable groups
N L X prevented
- Layer 4: Ongoing training & monitoring
« Training for researchers + IRBs (InC|dent)
« Policies on acceptable Al use Losses prevented
« Ongoing QA/auditing Near

> See The Swiss Cheese model of safety incident causation miss

A 2025 AAHRPP Webinar Series



https://oercollective.caul.edu.au/conceptual-guide-whs-hr-managers-nz-au/chapter/theory-1-swiss-cheese/

& AAHRPP st v
Scaling Oversight to Your Context

A 2025 AAHRPP Webinar Series 27
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Low-Resource, Low-Risk Al Use Cases

« FAQ chatbots trained only on official
policies

« Basic document formatting checks
 Intake completeness scans

 Proactive education tools that walk
Investigators through requirements before
submission

Pre-submission

2025 AAHRPP Webinar Series
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Medium-Resource Al Use Cases

 Drafting structured review summaries

 Cross-checking protocols against IRB
checklists

 Flagging omissions or inconsistencies
« Suggesting precedent from similar cases
» Must include HUMAN in the loop (HITL)!

> See Human-in-the-Loop Testing for LLM-Integrated Software for QA frameworks to
reduce hallucinations, bias, and prompt injection.

> See Formalising Human-in-the-Loop for typologies of oversight, failure modes, and
legal-moral responsibility.

A 2025 AAHRPP Webinar Series



https://d197for5662m48.cloudfront.net/documents/publicationstatus/258093/preprint_pdf/84c8927f8e00cfe1ff18ece9f6950dca.pdf
https://d197for5662m48.cloudfront.net/documents/publicationstatus/258093/preprint_pdf/84c8927f8e00cfe1ff18ece9f6950dca.pdf
https://d197for5662m48.cloudfront.net/documents/publicationstatus/258093/preprint_pdf/84c8927f8e00cfe1ff18ece9f6950dca.pdf
https://d197for5662m48.cloudfront.net/documents/publicationstatus/258093/preprint_pdf/84c8927f8e00cfe1ff18ece9f6950dca.pdf
https://d197for5662m48.cloudfront.net/documents/publicationstatus/258093/preprint_pdf/84c8927f8e00cfe1ff18ece9f6950dca.pdf
https://d197for5662m48.cloudfront.net/documents/publicationstatus/258093/preprint_pdf/84c8927f8e00cfe1ff18ece9f6950dca.pdf
https://d197for5662m48.cloudfront.net/documents/publicationstatus/258093/preprint_pdf/84c8927f8e00cfe1ff18ece9f6950dca.pdf
https://d197for5662m48.cloudfront.net/documents/publicationstatus/258093/preprint_pdf/84c8927f8e00cfe1ff18ece9f6950dca.pdf
https://d197for5662m48.cloudfront.net/documents/publicationstatus/258093/preprint_pdf/84c8927f8e00cfe1ff18ece9f6950dca.pdf
https://arxiv.org/pdf/2505.10426
https://arxiv.org/pdf/2505.10426
https://arxiv.org/pdf/2505.10426
https://arxiv.org/pdf/2505.10426
https://arxiv.org/pdf/2505.10426
https://arxiv.org/pdf/2505.10426
https://arxiv.org/pdf/2505.10426
https://arxiv.org/pdf/2505.10426

‘\V/MHQ)P o aear ke b e
High-Resource, High-Responsibility Al
Use Cases

 Predictive post-approval monitoring
« ldentifying systemic risks across protocols
« Compliance database integration

« Human in the loop: constant oversight
structure

Post-
determination

2025 AAHRPP Webinar Series
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Human-in-the-Loop: Oversight in Practice

Conducts QA sampling, incident/near-
miss logging, periodic recalibration.

2025 AAHRPP Webinar Series 31
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Insights from Our IT Neighbors

Audit logs: Robust logs should capture:
- Data lineage (origin and transformation of datasets)
« Model versioning (which model was used)
« Traceability (which human reviewer acted on Al output)

De-identification standards:
« Safeguards against re-identification and alignment to governance policies.

Vendor vetting: Contracts with Al vendors must address:
« Data ownership
« Breach notification
« Right to security audits

* Risk evalu.ation:. . > See ISO/IEC 27001 vendor controls and NIST CSF
* Adapting existing frameworks 2.0: Updated Third Party & Supply Chain Risk
« Framework-guided evaluation Management

A 2025 AAHRPP Webinar Series



https://www.iso.org/standard/27001
https://nvlpubs.nist.gov/nistpubs/CSWP/NIST.CSWP.29.pdf
https://nvlpubs.nist.gov/nistpubs/CSWP/NIST.CSWP.29.pdf
https://nvlpubs.nist.gov/nistpubs/CSWP/NIST.CSWP.29.pdf

BAAHRPP | mssistopme
Adoption Test: Use Only When All Are True

v'The IRB makes the determination, not Al.

v'Reviewers can interrogate outputs; logs exist
for QA.

v'No identifiable data enters models without
explicit safeguards.

v'People and process for training, incidents,
updates.

v'If efficiency reduces transparency/control, do J
not use.

A 2025 AAHRPP Webinar Series
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Your resources, risk
tolerance, and
safeguards
determine your Al
adoption curve!
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Table 4

Association for the Accreditation

Responsible artificial intelligence (AI) principles.

of Human Research Protection Programs, Inc® Principle

Sub-dimensions

References

Accountability

Diversity, non-
discrimination and
fairness

Adopt Al Responsibly

Human agency and
oversight

Privacy and data
governance

* Match adoption to monitoring
capacity

Technical robustness and

safety

* Keep humans in the loop
* Ethics first, efficiency second

Transparency

Social and environmental
well-being

> See Responsible artificial intelligence
governance: A review and research framework

Auditability: ability to assess Al applications concerning the algorithms, data, and
design processes.

Responsibility: oversight of the various stages and activities involved in Al
deployment and how it should be allocated to people, roles, or departments

Accessibility: design of systems in a manner that makes them accessible and usable for
everyone, regardless of age, gender, abilities, and characteristics

No unfair bias: inclination of prejudice toward or against people, objects, or positions,
as well as inherent biases in datasets, which can precipitate undesirable outcomes
Human review: right of a person to challenge a decision made by an Al

Human well-being: the notion that Al must include human well-being as a primary
success factor for development

Data quality: accuracy of values in a dataset, matching the true characteristics of the
entities described by the dataset

Data privacy: Al systems’ development and operation in a manner that considers data
privacy throughout the data lifecycle

Data Access: national and international rights laws during the design of an Al for data
access permissions

Accuracy: Al system's ability to make correct judgments, such as correctly classifying
information into the appropriate categories or being able to predict, recommend, or
make intelligent decisions based on data or data models

Reliability: Al system's ability to work properly when subjected to a range of inputs or
situational contexts

General Safety: safety rules and fallback plans that should be established for Al
systems in the event of problems

Resilience: Al systems that should be protected against vulnerabilities that
adversaries can exploit, e.g., hacking

Explainability: ability to explain the technical processes of an Al system and related
human decisions (e.g., application areas of a system)

Communication: human right to be informed in advance when interacting with an Al
agent

Traceability: ability to track data and processes that yield the Al system’s decision,
including data gathering, labeling, and algorithms.

Social well-being: ubiquitous exposure to social Al systems in all areas of society, such
as work and education.

Environmental well-being: most pressing environmental and climate concerns facing
the planet

(de Almeida et al., 2021; European
Commission, 2019; Mikalef et al., 2022)

(Fjeld et al., 2020; Singapore Government,
2020)

(European Commission, 2019; Singapore
Government, 2020)

(Matthews, 2020; Singapore Government,

2020)

(European Commission, 2019; Singapore
Government, 2020)

(Fjeld et al., 2020; Mikalef et al., 2022;
Singapore Government, 2020)

(European Commission, 2019; Singapore
Government, 2020)
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How Al tools might be
Incorporated into the IRB
review process or to support
other IRB and HRPP functions.

Swapnali Chaudhari, MBBS, MS, CRC/CRA
Director, IRB/HRPP
Rutgers, The State University of New Jersey
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Al and IRB Part hi

Al and IRB: A Symbiotic
Relationship, Not a Takeover i ‘

® Streamline IRB operations
L4 Support application checks

£ Human expertise remains
essential

. Al as partner, not
substitute

~ AUTOMATION

S

\\\* ={&

JUDGMENT B
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Association for the Accreditation
of Human Research Protection Programs, Inc®

Enhancmg IRB Operations Through Improved
Communication and Al

Clear Pl communication
drives timely review

Six-week Al vs. human study

Al helps, experts remain
essential

Next: hybrid models & elRB+

Integration

.

2025 AAHRPP Webinar Series

Quality Assurance and Al Analysis of IRB Memorandums

Judy Kwak MA, CIP, Swapnali Chaudhari MBBS, MS, Naveena

Enhancing IRB memorandum review efficiency by comparing
human expert assessments with Al-based analysis over six weeks

Methodology

+ Study Duration: Conducted over six weeks.

Sample Size: Twelve IRB memorandums were randomly
selected each week, covering Full Board, Expedited. and
Exempt categories. Total sample size: 12 memorandums.

Background

Review Process. Each memorandum was independently
assessed by two human expert reviewers, as well as Al
based tools, including Copilot and Gemini

Institutional Review Boards (IRBs) utilize Turnaround Time (TAT)
as a key metric lo assess the efficiency of research protocol
reviews

Evaluation Metrics: The memorandums were reviewed
for clarity tone, completeness, readability and
conciseness. Reviews were analyzed for discrepancies
deviations, and clarity in presenting deliberations

The Rutgers University IRB enhanced tumnaround time by

+ ldentifying modifications and continuations for expedited
review

Conducting regular assessments of queues (weekly, then
biweekly)

Scoring Method: A 1-10-5 rating scale was used to assess
review quality. Microsoft tools and Grammarly supported
scoring assessments. Specific Voting Metrics analyzed
Included

Establishing a clear timeline for processing and action
steps

Another area for improvement in TAT was the delays in Principal = Preference count for Copilot. Gemini, or Human
Investigators' response to requested changes which continues to
impact tumaround time

* Cross expert voles (e.g., Expert 1 voting for Expert 2)

« Self-voting tendencies.
Third-Party Evaluation: An anonymized review was
conducted by a third evaluator, measuring gap
percentages, discrepancies, and overall quality scores
Comparative Analysis. Performance was compared
across two sets to assess differences in clarity, readability.
tone, completeness, and conciseness.

We questioned whether the use of Al tools in administrative
workflows may improve TAT in 2 ways

+Enhancing the quality of IRB memoranda,

+Faster responses from the Pls
However, before formally implementing Al-assisted
memorandums, It is critical 1o assess how Al interpretation
compares to manualy crafted memorandums and whether these
differences impact overall efficiency in research administration

Human vs. Copilot

Human vs. Gemini

Conclusions & Future Directions

Conclusions:

* Overall, neither Al tool tested as part of this study outperformed human experts across all IRB categones.
* Expert perception was observed 1o be tool dependent (Copilot vs Geminl) and was highly variable
broader testing with more diverse experts and blinded trials

The preference for Al versus Human did not differ in IRB memorandums for Exempt or Expedited studies.

Expert 2/3's judgments aligned most with perceived quality, suggesting domain expertise remains critical in complex reviews

Al could be a viable co-reviewer or assistant to provide consistency where human skill diverges, or reviewer varnabliity is
substantial - especially for complex cases (Full Board protocols)

Next Steps:

+ Expand to larger, balanced expert cohorts with overlapping case reviews
Explore hybrid review models: Al + Human expert collaboration. especially
complexity.

Explore Al-generated memorandums’ impact on readability, structure, and Pl response time
Identify key areas lo improve communication strategies for faster study resubmission & maintain
professional standards while enhancing institutional expectations

Assess how Al-driven clanty influences workflow efficiency and whether optimized memoranda
lead to more limalv and affective Pl resnonsas -

recommending the need for

for Full Board

namala MS, PhD

RUTGERS UNIVERSITY
Office for Resea

Results

Summary of Voting Distributions

Gemini 30% (3/10 % (5/10) Acceptance
: 520 = 40%
Human Expert 70% (7/10 9% (5/10) H3+5)20 = 40%
Expert 1 Expert 2 Expert 3
Copilot 70% (7/10) 10% (1/10) 50% (5/10)
Human Expert  30% (3/10) 90% (9/10) 50% (5/10)
Average Copilot Acceptance: (7+1+5)/30=13/30 = 43 3%

Al tools are accepted in less than haif the cases overall and with
high variance (SD = 25%), suggesting subjectivity or blas in voting

Self-Voting & Peer Expert Preference:

Other
Expertvs
Copilot

Other
Expertvs
Gemini

Self-Voting Self-Voting

Expert

vs Copilot  vs Gemini

Expert 1 33% 67% 25%
Expert2 83% 100%

The perception of peer expertise shifted between t0OIS, with Gemini
making Expert 2 more trusting of Expert 1, while Expert 1 self
rated higher when comparing against Gemini

IRB Category & Expert 3 Voting Preference:

IRB Type Expert 1 Expert 2 Copilot
Exempt (n=4) 1 1 2
Expedited (n=4) 1 1 2
Full Board (n=4) 0 2 2

Copilot (50% in all cases) followed by Expert 2 (33.3% overall and 50%
in Full board) was favored by Expert 3 (completely blinded)

Limitation:

+ Small Sample Set & Style Leakage: Considering only 6 cases
per expert and they reviewed/voted their own previously written
work (or Al-generated work prompted by their own input), there
s a possibility for g/recognizing the content,
phrasing or structure.

Training Bias: Individual preferences influenced outcomes, as

reviewers' backgrounds affected their assessments /

remembe
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ADDING Al TOOLS FOR THE AUTOMATING REVIEW OF DEVELOPING A PREDICTIVE
IRB PRE-REVIEW PROCESS. EXEMPT SUBMISSIONS. Al MODEL.
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« The ethics of using artificial intelligence in scientific research: new
guidance needed for a new tool

« Beyond principlism: Practical strategies for ethical Al use in research
practices

« When combinations of humans and Al are useful: A systematic review
and meta-analysis

« Augmented Intelligence Framework for Human-Artificial Intelligence
Teaming in Cybersecurity.

« NIST Researchers Suggest Historical Precedent for Ethical Al Research.
« "Does Black Box Al In Medicine Compromise Informed Consent?"
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